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Abstract. This is the application for the RoboCup@Home 2019 So-
cial Standard Platform League from the team LiU@HomeWreckers. The
main research line is in human robot interaction (HRI) with the goal
for the Pepper robot to engage in experiments in real Swedish homes.
This research is important for the social robotics community and trig-
gers many other research areas, such as navigation and natural language
processing. With the experience from last years competition, our team
will focus on increasing the HRI skills and run more local software on
the Pepper robot. The upcoming year’s work will increase social accep-
tance of robots in the society. As a result the research team will able to
work toward humanoid robots living in homes of elderly and people with
cognitive disabilities.

1 Introduction

We are a RoboCup@Home SSPL team with strong ties to human computer sys-
tems research, and in particular human robot interaction (HRI) research. The
competition is an opportunity for us to engage with the wider social robotics
community to share and leverage knowledge and source code in a friendly atmo-
sphere.

One of the central concerns in HRI research is how to make interaction with
robots socially acceptable and comfortable to humans [4]. One of the challenges
related to this issue is to find a good balance and consistency between robot be-
haviour and morphology. According to one classification, robot morphologies can
be anthropomorphic (human-like), zoomorphic (animal-like), caricatured and/or
functional [6]. Exploiting the tendencies of people to anthropomorphize – to as-
cribe human-like characteristics to things, such as animals or inanimate things
– has been suggested as a means of facilitating interaction between humans and
robots [5]. In contrast to this suggestion, it has also been shown that highly
human-like robots can cause feelings of discomfort or “uncanniness” in people
[11, 12]. Hence, robot morphology affects the acceptance of people of robots as
interactive partners. Walters et. al. (2006) argues that robots that are aware of
their social space increase the social acceptance by humans. They found that
the participants preferred a robot approaching from the left or the right side
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and that they disliked a frontal approach [19]. Pepper (in an experimental com-
parison to the Aldebaran NAO robot) has been found to have a lower degree
of human social acceptance toward the robot, with a significant lower result of
being likeable, intelligent, safe and lifelike [18]. This result can be explained with
that Pepper acts more unpredictable than NAO (with life mode on) and that
Pepper is a larger and more human-like robot and can be perceived as more
uncanny.

When the participants in a experiment situation think that they are talking
to a computer, though they in fact are not, and the conversation is instead
mediated by a human operator (the so-called wizard), it is called a Wizard of
Oz-design (WoZ) [3]. There are several reasons for wanting to conduct WoZ-
experiments. One is that computers are rigid and that people are flexible. In an
experiment when the participant interact with a computer, the situation might
change quickly in an unexpected way. If the experiment relies on a static system
that cannot change, the situation will not seem natural to the participant, and
therefore it is better with a wizard that can adjust.

This is a common employed technique in HRI, where the wizard are control-
ling the robot on a number of things, such as the robots movements, navigation,
speech and gestures [16]. Thellman et. al. developed a WoZ system for Pepper
using virtual reality to control the robot in a more natural way than with more
traditional tools [17]. Researchers mainly uses WoZ in HRI because robots are
not sufficiently advanced to interact autonomously with people in socially ap-
propriate ways, and this method make it possible for the researcher to envision
what future interaction could be like. Riek say that one methodological concern
regarding WoZ is that one can argue that it is not really human-robot inter-
action so much as human-human interaction that is mediated through a robot.
Another concern is the ethical problems that arise when the participant cannot
tell whom they are interacting with, the robot or the test leader.

With all the stated issues regarding WoZ we are suggesting implementation
with more autonomous features, such as:

– Face detection and recognition.
– Object detection and recognition.
– Gesture detection and recognition.
– Navigation, localisation and mapping.
– Speech recognition and generation.
– Manipulation.

These features would make it possible for a more natural robot interaction in-
stead of a natural wizard interaction. This will have an impact on the research
in natural environments, like in a home, a classroom or a retirement facility.

The long term goal with our participation will be to increase the social ac-
ceptance for Pepper in real world environments, to be able to do research toward
elderly and people with cognitive disabilities.

During the coming years we will work on building a competitive software
stack for Pepper which enable us to undertake interesting new research within
the fields of HRI and artificial intelligence.
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2 Team Background

The team consist of members from two research divisions under the Depart-
ment of Computer and Information Science at Linköping University; the Human-
Centered Systems (HCS) and the Artificial Intelligence and Integrated Computer
Systems (AIICS).

HCS do research on distributed and situated cognition, cognitive ethnogra-
phy, learning technologies, and design cognition. We also do research on artificial
intelligence including knowledge representation, machine learning, and natural
language processing.

For more information on research at HCS see: http://www.ida.liu.se/

divisions/hcs/index.en.shtml

AIICS has a long history of research in artificial intelligence and its application
to intelligent artefacts. AIICS has focused mainly on unmanned aerial vehicles
but the techniques and technologies developed can also be applied to humanoid
robots. Our research includes for example logic-based spatio-temporal reasoning
over streaming data, automated task and motion planning, task allocation in
multi agent systems, and localisation and navigation of robots.

For more information on research at AIICS see: http://www.ida.liu.se/
divisions/aiics/

LiU@HomeWreckers competed last year in German Open in Magdeburg and in
RoboCup@Home in Montreal. Some team members also have experience com-
peting in the RoboCup Soccer Standard Platform League using NAO robots.
The Linköping team Linköping Humanoids, sometimes called LiU Humanoids,
has competed during the years 2014-2017. The @Home SSPL provide us with an
opportunity to leverage experience from the Soccer Standard Platform League
for the interesting and challenging tasks found in social robotics.

3 Re-usability and applications in the real world

We base our software stack on the Robot Operating System (ROS) [14] which is a
well known middle ware in the robotics community. It is widely used by research
groups and companies when doing research into AI-Robotics, allowing various
groups to create standardised packages for various tasks and algorithms, and to
share these packages with the wider community. We are using a stable version
of ROS, ROS Kinetic. By using ROS and by following the ROS guidelines it is
easier for us and others to re-use our components and software stack. We are
dedicated to the idea of giving back to the community and we will consequently
release our source code as open source after the competition if accepted.

The Pepper robot platform is used by Linköping University and its represen-
tatives to promote robotics and artificial intelligence in the society at large and
in the corporate sphere. We make frequent use of Pepper (and Nao) in various
exhibitions, expos, demonstrations, school-visits, seminars and so on. Software



4 Sofia Thunberg, Simon Wijk, Fredrik Löfgren, and Mattias Tiger.

developed will be used both in settings where the robot will interact with the
public as well as in future HRI research.

4 Research Focus

HCS is interested in the interaction aspect between humans and robots, and
especially how the robots behaviour is perceived by the humans. We are fur-
ther interested in learning how to design robots, in terms of appearance, body
language, behaviour and dialogues, as to be as accommodating to humans as
possible during human robot interactions in the future.

AIICS is interested in the integration aspect of the complex software required
for autonomous humanoid robots. We are further interested in artificial intelli-
gence research building upon a sophisticated robotic software stack capable of
operating in unstructured human environments under the presence of humans
in a safe way.

5 Approaches

We use several standardised components from the ROS community together
with external services. In this section our approach in each subsystem will be
presented.

5.1 Intelligence

The top-level AI is based on a Hierarchical State Machines (aka statecharts). We
are using the ROS package SMACH to build the state machine in a standardised
way. Most of the states are implemented as ROS actions. We have also done some
experiments with Behavior Trees, and might use that internally for some actions.

5.2 Natural Language Processing

We are using Dialogflow from Google to both do the speech recognition and text
analysis. We have trained different agents for the different tasks. All intermediate
transcripts are displayed on Pepper’s tablet, and the fulfilment text is visualised
in a speech balloon at the tablet. The fulfilment text is also sent to the default
speech synthesizer in naoqi. In this way we can easily update and change the
chat-bot, we can also develop it without physical access to the robot.

Dialogflow will give us a context and intents for each recognised text. We
are using these to control the robot’s behaviour. For example if someone asks
the robot to bring the apple from the kitchen, it will detect the intent ”bring-
somehing” and the parameters ”apple” and ”kitchen”, and the state machine
can activate correct states with the parameters passed along.
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Fig. 1. Object detection and classification using the YOLO Detector with Darknet.

5.3 Vision

For face detection and recognition we use the Microsoft Face API.
Human and object detection is an important capability and we are utilising

modern Deep Learning based approaches such as the YOLO Detector [15]. Figure
1 show an example of the YOLO detector output of our mock-up living room.
We are further working on integrating state of the art pixel-based semantic
segmentation [10].

Based on the detected objects from the YOLO module, tracking and record-
keeping of objects are implemented. We are focusing on the tracking and remem-
bering of persons, utilising a simple position-based reference matrix to estimate
if two detected objects are the same. Our solution to the tracking of persons is
implemented by combining data from the tracker with data from the Microsoft
Face API, using the latter to remember human faces and thus determining if a
detected person has been seen before or not, thereby facilitating HRI.

For the upcoming year we are interested in investigating if a probabilistic
based model for object tracking, such as mentioned in [2] can be implemented
successfully on the Pepper robot. We are also considering a series of comparison
tests for face detection and recognition, analysing and comparing other solutions
to Microsoft Face API.
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Fig. 2. Local planner (green line) and global planner (blue line) in a hallway, disturbed
by two persons on each side in front of Pepper.

5.4 Navigation

A core problem to most tasks is exploration and navigation in a previously un-
seen environment. In order to facilitate such capabilities it is necessary to per-
form sufficiently good mapping of the environment and localisation within the
environment using said mapping. We are evaluating several 2D and 3D mapping
approaches, using both the laser sensors and the RGB-D sensor. We are investi-
gating and comparing Google Cartagropher [8] and the ROS package gmapping
when using both the RGB-D sensor and the laser sensors. We are looking into
how to make these approaches work robustly for Pepper, where we for example
compensate for the eye-lenses in front of the RGB-D sensor.

In order to navigate an environment, a map is needed. The map is created
by using a mapping method as mentioned in the previous paragraph, or by
measuring it by hand and drawing it in a suitable digital tool. Another key
point is that both methods can be used simultaneously. With this in mind we
may construct a map by drawing walls and stationary objects and at navigation-
time take live data into consideration (such as a person or a dog). The process
of navigating by using the aforementioned methods allows a robot to navigate in
well-mapped areas as well as in a previously unknown territory. The map comes
to play when the robot is given a navigation initiative. A global planner together
with a local planner uses both static and dynamic data to plan a route from a
point A to a point B. Whereas the global planner takes in already-known data
to set a path, the local planner is subject to a changing environment. In reality,
an attempt is made by the local planner to plan a path to join the global path
while at the same time avoiding obstacles or other unforeseen events that affect
the global path. To see the navigation process see Figure 2.
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5.5 Knowledge

The knowledge base is an attempt to mimic the human memory. It gathers
chosen information from the different topics of the Pepper robot, and saves
it. When information is requested from the state machine, the knowledge base
supplies it. The node database neo4j [13] saves the information, and a Python
wrapper communicates with it. The advantage of a node based database is that
connections can easily be created between each object, and that each object can
contain a variety of different properties. Our main focus is to determine how the
information sent to this module is interpreted and how it should be saved. Also
how it should be extracted when the information is needed.

5.6 Human-Robot Interaction

The HRI skills are designed with a combination of lights in eyes and ears, sounds,
touchscreen and talk. This is used both in developing and debugging processes
but mainly for the competition scenarios. For example while developing naviga-
tion, we visualise the map on the touchscreen to see where the robot think it
is. When debugging scenarios the robot says aloud where in the code it is so we
easily can follow where it goes wrong. In the competition Pepper will ask the
people to help the robot if necessary, for example in Help-Me-Carry Pepper fol-
lows a person and if it get lost, the robot will ask the person to stand in front of
it again. In tasks like EEGPSR the robot will show in its eyes and ears different
colours meaning that the robot is listening or processing the information. Also
when giving the robot a task the robot will display the task on the touchscreen
and ask to confirm that it has understood it correctly, either by touching its
screen or by using voice.

6 Conclusions

The LiU@HomeWreckers team is interested in highly functional robots operating
in unstructured human environments in the presence of humans. We are inter-
ested in how to integrate sophisticated components and build missing compo-
nents to be competitive in the RoboCup@Home SSPL. We are further interested
in using the resulting platform and software stack in order to do interesting hu-
man robot interaction research as well as artificial intelligence research. We have
experience with integrating complex robotic systems, work with depth data for
mapping and navigation, and human robot interaction. We consequently hope
that we can contribute to the @Home SSPL and to be allowed to grow into a
strong and competitive team.
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Robot’s External Services

For our Pepper robot we are using the following
external services:

– Google DialogFlow: Python Dialogflow API,
www.googleapis.com/auth/cloud-platform

as endpoint together with a service account
.json file.

– Microsoft Face API: Used for face recogni-
tion and other characteristics e.g. gender. Ac-
cessed via the URL https://northeurope.

api.cognitive.microsoft.com/face/v1.0/ and
a subscription key.

Robot’s Software Description

For our Pepper robot we are using the following
software:

– Navigation, localisation and mapping:
Cartographer from Google or Octomap +
gmapping.

– Face recognition: Microsoft Face API.
– Speech recognition, processing and gen-

erating: Google Cloud Services.
– Natural Language Processing: Dialogflow

from Google.
– Object recognition: YOLO Detector with Dark-

net.
– Arms control and two-hand coordination:

MoveIt.
– Gesture recognition: OpenNI.
– Knowledge representation: neo4j (py2neo).
– Decision making: SMACH.
– General programs: ROS Kinetic, Choregraphe

2.5.10, Python 2.7, NAOqi 2.5.10 and OpenCV
3.3.0.


